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Interest
My primary expertise is in general-purpose GPU computing (GPGPU). I got
my PhD with an emphasis on primitive parallel algorithms and dynamic con-
current data structur , speci cally designed and implemented formodernGPUs.
Moreover, I get excited in dealing with performance related problems such as:

1. High performance computing (HPC), parallel and distributed systems
2. Compiler methods, code generation, JIT compilation (e.g., LLVM)
3. Database management systems, analytical processing
4. Machine learning, training/inference performance

Work Experience
Current, fromMay 2018 (FT)

OmniSci, Inc.
Backend Engineer
Working on the backend query engine of OmniSciDB, a high performance
GPU-accelerated relational databasemanagement system (RDBMS)primarily
designed on the idea of real-time JIT compilation of SQL queries into GPU-
friendly code. This work involves using C++, LLVM, and CUDA.

Jan 2018 – May 2018 (FT)

University of California, Davis
Postdoctoral Scholar
Worked on the design and analysis of dynamic data structures for sparse data
representation on the GPU, and more speci cally in the context of dynamic
graph storage and an eventual e cient processing of that data structure. This
work involved C++ and CUDA developments.

June 2016 – Sep 2016 (FT)

Adobe Research, Adobe Systems, Inc.
Data Scientist Intern
Exploring the possibility of GPU acceleration for certain analytics operations
on the Apache Spark framework. This work involved using Scala and Spark.

Education
2011 – 2017 Doctor of Philosophy

Electrical and Computer Engineering
University of California, Dav

2015 Master of Science
Electrical and Computer Engineering
University of California, Dav

2006 – 2011 Bachelor of Science
Electrical Engineering
Sharif University of Technolo

� +1 (530)750-9038
Ñ sa.ashkiani@gmail.com
÷ https://sashkiani.github.io/
� https://github.com/sashkiani
� https://www.linkedin.com/in/saman-ashkiani-88656352/

Awards
2016 NVIDIA Graduate Fellowship
2017 Dissertation Writing Fellowship

University of California, Dav

Computer Skills
Programming Languages C/C++, Python, CUDA

Java, Scala
Haskell

Compiler methods LLVM
Parallel frameworks OpenMP,MPI

Computer Graphics OpenGL, Vulkan
DBMS & Analytics SQL, MATLAB, R, Spark
Machine Learning TensorFlow, Keras

Open-source Involvements
OmniSciDB
https://github.com/omnisci/omniscidb

SlabHash, a dynamic hash table for the GPU
https://github.com/owensgroup/SlabHash

GPUMultisplit
https://github.com/owensgroup/GpuMultisplit
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